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Executive Summary 

ONR has contracted the ATLAS Consortium for providing technical support to the 

consideration of realistic software modelling in PSA. For this purpose, a document 

review, a survey and two workshops (one with industry, one with ONR inspectors) were 

conducted as part of this project to develop suggestions for possible improvements to 

the relevant TAG and SAPs. 

Document Review 

In consultation with ONR, a total of 52 documents were selected for review. The selection 

of documents was aimed at enabling a basis for comparison of modelling of digital C&I 

in nuclear reactor plants, other nuclear facilities as well as in other high-risk industries 

(e.g., space, aviation, medicine, defence) to illustrate similarities but also differences in 

approaches and the crediting of software reliability in safety justifications. 

For the review, a matrix/table was created documenting the results of a first round of 

analysis (this table is included in the appendix of this document). The documents 

identified as relevant for the project were then further reviewed and the findings 

documented in presentations that fed into the first workshop with industry experts (see 

below). 

The document review revealed that typically in non-nuclear high-risk industries no more 

advanced methods are used than in the nuclear industry. The only other industry that 

takes a comparably advanced probabilistic approach to assessing digital C&I (and 

software in particular) is space. For example, the NASA has guidelines for conducting 

probabilistic risk assessments (PRAs) and a NASA guidebook explicitly states that safety 

assessments are integral parts of the software life-cycle, from the specification of safety-

related requirements, through inspection of the software-based control equipment, and 

into verification testing for hazards. 

Within the nuclear industry a number of particularly relevant documents were identified, 

particularly ones summarising methods developed by EPRI and the US NRC (NUREGs).  

However, it was concluded that no single method alone is considered sufficient to 



  

accurately estimate software reliability.  Combinations of two more methods are/might 

be necessary 

Industry Workshop 

The first workshop of this project was held on 4-5 May 2022 in Warrington with experts 

from the UK nuclear and non-nuclear industries on the topic of realistic modelling of 

software in PSA. 

Prior to the workshop, an additional survey was conducted with potential participants. 

This was to help the participants to target their presentations/contributions to the topic of 

the workshop. All contributions as well as the detailed results of the survey can be found 

in the appendix of this report. 

The contributions and the discussions during the workshop confirmed the findings of the 

document review but also identified a range of current issues, as well as relevant good 

practice to help overcome these. It has also been confirmed that the nuclear industry has 

one of the highest levels of software evaluation (compared to other industries). But here, 

too, there is still a need for further development (especially with regard to guidance and 

regulations). Both methodologically and in terms of reliability data, no conclusive 

answers are yet available. All nuclear licensees and requesting parties feel additional 

guidance would be of benefit to all. 

ONR Workshop 

The second workshop of this project was held on 6 September 2022 in London. In 

addition to ONR PSA inspectors, C&I inspectors were also involved here. 

First, the results of the document review and the first workshop were presented to new 

stakeholders (particularly ONR C&I inspectors) who had not yet been involved in the 

project. C&I inspectors were then given the opportunity to provide their views and present 

some examples of C&I assessments they have produced in relation to software reliability.  

Finally, the PSA inspectors also provided their views and presented some examples of 

PSA assessments they have produced in relation to software modelling in PSA. The 

different perspectives and examples presented were discussed in detail during the 

workshop. Furthermore, the ATLAS Consortium additionally presented a number of initial 

recommendations for improvements to ONR documentation (particularly TAG-030), 



  

which were also discussed in the group. The materials presented during the workshop 

are available in the appendix of this report. 

It was clear from the valuable workshop that greater interaction between PSA and C&I 

disciplines would be of mutual benefit, both within the ONR and in wider industry. 

Suggestions for Updates to Existing Guidance 

From work performed throughout this project it is clear that there are two main issues 

that lead to inconsistency and confusion in the PSA community regarding the inclusion 

of software in models: 

1) A lack of guidance on how to generate best estimate software reliability data for 

use in PSA models so that the software failure events do not artificially dominate 

results (noting that the majority of other data in the PSA is best estimate). 

2) A lack of guidance on how systematic software failures should be considered in 

PSA models to improve where possible on the conservative assumption that all 

software failures are systematic failures that would simultaneously fail all 

redundant components / trains using that software. 

In addition to current issues and challenges, the work throughout this project resulted in 

the identification of relevant good practice (RGP) arising from the cross industry literature 

review and discussions at workshops with industry experts and the ONR.  

Recommendations have been made for identified RGP to be fed into future updates of 

TAG-30 in form of additional supplementary guidance on the modelling of software in 

PSA.  In particular, the following items are likely to be of particular significance for 

inclusion: 

• Guidance on the numerical and functional breakdown of DCI systems in PSA 

models to reduce conservatism and facilitate a wider range of sensitivity analyses 

• Guidance on the treatment of systematic software failure 

• Use of sensitivity studies in PSA to inform software reliability requirements 

• Overview of Independent Confidence Building measures (ICBMs) and how they 

can support generation of best estimate data for software 

• Replication / incorporation of some relevant guidance currently included in 

TAG-46 into TAG-30 
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Glossary 

 

AGR Advanced Gas-cooled Reactor 
ALARP As Low As Reasonably Practicable 
C&I Control and Instrumentation 
CBSIS Computer Based Systems Important to Safety 
CCF Common Cause Failures 
CINIF Control and Instrumentation Nuclear Industries Forum, UK 
COTS Commercial-off-the-Shelf 
CSNI Committee on the Safety of Nuclear Installations of NEA/OECD 
DCI Digital Control and Instrumentation 
DiD Defence-in-Depth 
EPRI Electric Power Research Institute, USA 
FAA Federal Aviation Administration, USA 
FMEA Failure Mode and Effects Analysis 
ICBM Independent Confidence Building Measures 
NASA National Aeronautics and Space Administration, USA 
NEA Nuclear Energy Agency of OECD 
NKS Nordic Nuclear Safety Research 
OECD Organisation for Economic Co-operation and Development 
OpEx Operational Experience 
PIE Postulated Initiating Event 
PRA Probabilistic Risk Assessment 
PSA Probabilistic Safety Assessment 
SEE Single Event Effect 
SFMEA Software Failure Modes and Effects Analysis 
SFTA Software Fault Tree Analysis 
SSC Structures, Systems and Components 
TSC Technical Support Center 
U.S. NRC Nuclear Regulatory Commission, USA 
WGRISK Working Group on Risk Assessment of NEA/OECD 
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1 Introduction and Objectives 

Safety-related control and instrumentation (C&I) systems in new nuclear facilities often 

incorporate digital C&I (DCI) technology. In addition, DCI is increasingly being adopted 

in legacy plants and facilities in the UK as existing analogue equipment becomes 

obsolete. General experience in conducting PSA for nuclear facilities shows that DCI has 

a significant potential for critical failures of functions important to safety and often is a 

significant risk contributor.      

PSA models often include representation of DCI in varying levels of detail ranging from 

simple single ‘super component’ events to more complex fault trees separating hardware 

and software elements. Most analyses are carried out based on models and differ, 

among other things, in their modelling approaches, assumptions, reliability 

characteristics, and methodological procedures (particularly regarding software).  

Software reliability is often modelled with a conservative approach, adopting high 

confidence values.  As most other reliability data is a PSA is best estimate, this approach 

can skew results and risk insights.   

For this reason, additional guidance is required for licensees and regulators. ONR has 

contracted the ATLAS Consortium under contract ONR T774 “Provision of Technical 

Support to the Consideration of Realistic Software Modelling in PSA”. Within this 

contract, the ATLAS consortium composed by experts from the Gesellschaft für Anlagen- 

und Reaktorsicherheit (GRS) gGmbH and Corporate Risk Associates (CRA) Ltd. 

provided technical support to ONR to update the corresponding TAG and SAPs to have 

a consistent approach across the industry that helps ensure that PSA models are best 

estimate so that the risk insights derived from them are as realistic as possible. 

The basic approach within the project to achieve these goals is shown in Figure 1-1. 
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Figure 1-1 Basic approach of this project. 

The technical objectives within the project were completed within four Tasks. Further 

Tasks, which served exclusively the formal handling of the project, are not explained in 

detail in this report; the relevant information can be taken from the original offer /ATL21/. 

In Task 1, a review of selected documents was conducted. The focus here was on the 

consideration of the reliability of software in PSA in nuclear and other high-risk industries.  

The results of Task 1 were directly incorporated into the subsequent Task 2. In this task, 

a workshop was held with representatives from industry (PSA specialists). Among other 

things, the participants reported on their experiences with regard to the consideration of 

software in PSA and, in particular, the application of the guidance to be considered in 

each case. Additional insights were gained from a survey conducted in advance, which 

also helped workshop participants prepare for the workshop topics. 

The collected results were then discussed in another workshop with ONR inspectors in 

Task 3. In particular, the different perspectives of ONR PSA and C&I specialists were 

taken into account. Contrary to the idealized, linear representation of the project flow in 

Figure 1-1, suggestions for and perspectives on the existing guidance were also 

introduced by the ATLAS Consortium and discussed within this workshop. 

In Task 4, the results of all previous tasks were finally taken into account in order to 

summarize final suggestions and possibilities for improving the guidance. 

With regard to the referencing of sources, there is a special feature in the context of this 

document. If a reference refers to a document that was also considered in the context of 

Task 1 (Review of Documents), they are designated in the following text according to the 
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reference designation in Table 7-1. All other cited documents are listed separately in 

Chapter 6 (References) and can be recognized by the tildes ("/") around the citation. 
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2 Task 1: Review of Documents 

Originally labelled "Review of Industry Practice for Modelling Software Reliability, 

particularly within PSA" /ATL21/, a review of documents was conducted in Task 1 to 

determine the current state of consideration of software in PSA (including regulation) in 

the nuclear and other high-risk industries. 

2.1 Basis for the Review 

Based on the experience of the TSCs involved in the project and close and regular 

coordination with ONR, a total of 52 potential documents were selected for analysis. 

However, the somewhat limited availability of freely available relevant documents also 

had an influence on the selection. A complete listing of all documents considered can be 

found in the appendix (7.1.1). 

The selection of documents was aimed at enabling a basis for comparison of modelling 

of DCI in nuclear reactor plants, other nuclear facilities as well as in other high-risk 

industries (e.g., aerospace) to illustrate similarities but also differences in approaches 

and the crediting of software reliability in safety justifications. 

The literature reviewed included documents prepared, for example, by the OECD/NEA 

CSNI WGRISK, the U.S. NRC (NUREGs), EPRI, the NKS, CINIF, and other 

internationally available documents on DCI assessments performed to date, modelling 

approaches applied and relevant operating experience. The exact review areas were 

discussed and agreed with ONR before and during the analyses. 

2.2 Methodology 

Task 1 was to perform a review of industry practice for modelling the reliability of 

software, particularly within PSA. Therefore, this task included a literature survey from 

nuclear and other high-risk industries. The goal of these surveys was to compare the 

experiences and methodological approaches in nuclear and non-nuclear industries to 

consider insights from state-of-the-art PSA modelling for nuclear reactors for determining 

the overall risk posed by a facility and for decision making related to DCI risk insights as 

well as to consider potential applications of PSA, particularly in respect of modelling DCI, 

to other risk significant nuclear operations in the UK, notably Sellafield. 
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Methodologically, a matrix was created for the analysis, in which the results of a first 

analysis run were documented. The documents identified as relevant to the project were 

then further analysed. Afterwards presentations have been prepared, which served as 

the basis for discussions with experts from the nuclear and non-nuclear industry during 

the first workshop (WS1, see also Task 2, Chapter 3). The complete analysis (evaluation) 

matrix with an overview of the respective analysis results can be found in section 7.1.2 

of the appendix. 

The findings obtained by the industry review must be placed in the context of the overall 

project. Alone, these findings cannot be understood as an already complete statement 

on best practices regarding software in PSA, but rather as a building block in the 

exchange with the nuclear and non-nuclear industry in the context of a workshop (see 

Figure 1-1) to gather possibilities to improve the regulatory guidance concerning the 

representation of software reliability in PSA. 

2.3 Results 

According to the objectives and selected industries for the review, some general 

conclusions can be drawn. These are briefly summarized below in separate sections for 

the non-nuclear and nuclear industries. 

2.3.1 Non-nuclear Industries 

2.3.1.1 Aviation 

With regard to the aviation industry, exclusively documents related to the Federal 

Aviation Administration (FAA, USA) were examined on the basis of the available 

documents. The review showed that this agency follows its own procedures and 

certification system. The primary concern of the FAA (see DO-178C) is the traceability 

of development artifacts (requirements, design, code, testing, etc.). 

In particular, what can be concluded here is what is also described in a U.S. NRC 

document (NUREG-CR-6901) as follows: “The authors note the FAA’s approach focuses 

on development processes and artifacts created during software development as 

opposed to evaluating risk based on the delivered software itself.” 
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2.3.1.2 Space 

The space industry, essentially the National Aeronautics and Space Administration 

(NASA, USA), also follows its own procedures and certification system, as does the 

aviation industry. 

For example, the NASA has guidelines for conducting PRAs /NAS11/ and, more 

specifically, NASA-GB-8719.13 explicitly states that safety assessments are integral 

parts of the software life-cycle, from the specification of safety-related requirements, 

through inspection of the software-based control equipment, and into verification testing 

for hazards. It also provides analyses, methods and guidance which can be applied 

during each phase of the software life cycle: 

• Software Fault Tree Analysis (SFTA),  

• Software Failure Modes and Effects Analysis (SFMEA),  

• Requirements State Machine,  

• Preliminary Hazard Analysis and  

• Reliability Modelling.  

NASA, based on extensive experience with spacecraft flight operations, has established 

in this guidebook levels of failure tolerance based on the hazard severity level necessary 

to achieve acceptable levels of risk (see also IEEE Std 1633-2016 in Table 7-3). 

More details on NASA's procedures can be found in section 3.1.2.1, and the 

corresponding individual documents considered (or the results of the review) can be 

found in Table 7-3 in section 7.1.2 of the appendix. 

2.3.1.3 Medicine (Medical Devices) 

The documents considered for the industry review did not themselves contain any 

examples from medicine or medical devices. However, corresponding investigations 

were carried out by the NRC and documented in NUREG-CR-6901. Since this document 

was taken into account in the industry review, at least the corresponding conclusions can 

be quoted here: 

No formal risk assessment is conducted for medical devices (in the USA). The U.S. Food 

and Drug Administration (FDA) has published guidelines covering principles of software 
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validation, but the guidelines do not endorse any specific engineering, quality assurance, 

or quality control techniques. No specific development methodology is sanctioned either. 

The corresponding guidelines suggest that the ‘least burdensome approach’ is the best 

approach. 

2.3.1.4 Defence 

The used approaches in the USA (at least in available documents) do not address 

PRA/PSA for digital systems or software components, but it is acknowledged that 

software risks must be assessed differently. The determination if the systems are truly 

battlefield-ready is done by essentially system level tests under harsh conditions. While 

such tests often reveal deficiencies, all too often they fail to find problems that are 

exposed only under real battlefield conditions (see, e.g., NUREG-CR-6901). 

The UK defence industry follows Def Stan 00-56 which requires full lifecycle system 

safety assessments to be produced when new systems are introduced. Since the 

document is only available for a fee and was therefore not readily available during the 

project, the review relies on freely available information from the UK Ministry of Defence. 

According to this, however, software and software reliability assessment are not explicitly 

a topic of this standard. 

2.3.1.5 Railway 

The limited number of documents reviewed for this industry referred to the use of 

qualitative methods only, such as IEC 61508. Conclusions on probabilistic methods, 

especially on the consideration of software in PSAs, are therefore not possible. 

2.3.1.6 Petrochemistry 

The limited number of documents reviewed for this industry referred to the use of 

qualitative methods only, such as IEC 61508. Conclusions on probabilistic methods, 

especially on the consideration of software in PSAs, are therefore not possible. 



  

15 

2.3.1.7 Preliminary Conclusions – Non-nuclear Industries 

Based on the documents considered in the review, the following conclusions can be 

drawn for the non-nuclear industry: 

In principle, no considerably better methods can be found in other industries for the 

evaluation of software in PSA (especially e.g. consideration in FTA) than in the nuclear 

industry. A level comparable to that in the nuclear industry is almost achieved exclusively 

in the aerospace industry (mainly NASA). Otherwise, the (available) documents on the 

non-nuclear industry do not provide any significant, new insights. More information can 

be found in Table 7-3 in section 7.1.2 of the appendix. 

2.3.2 Nuclear Industry 

2.3.2.1 Potential Methods / Methodologies 

There is no consensus in the nuclear community about how the reliability of software 

systems should be modelled, measured, and predicted, and even whether such a 

concept makes sense for software. Potential methodologies for the reliability modelling 

of digital C&I include (without claiming completeness): 

• ET/FT methodology (including dynamic FT techniques) 

• Markov models 

• Dynamic flowgraph methodology 

• Bayesian methodologies 

• Petri net methodologies 

• Test based methodologies 

• Software metric-based methodologies 

• Black-box methodologies (Schneidewind Model) 

• Monte-Carlo simulations 

According to the current state of knowledge, no method alone might be sufficient. 

Combinations of two more methods are/might be necessary. 

The Electric Power Research Institute (EPRI, USA) has published an important approach 

to estimating the reliability of DCI systems in PSA models in two documents 
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(EPRI 1021077, EPRI 1025278). The first step of the methodology described in 

EPRI 1021077 is to identify the critical digital failure modes in a PSA model. For the non-

critical digital failure modes, a failure probability based on IEC 61508 or OpEx can be 

used. For the critical digital failure modes, a C&I suitably qualified and experienced 

personnel (SQEP) review is required to assess the failure probability based on a number 

of steps documented in the method. The steps are as follows: 

1. Identification and classification of the failure mechanisms that can lead to the 

failure modes and digital common-cause failures determined in the PSA. 

2. Development of a reliability model of the digital system (this model is separate to 

the PSA). 

3. Identification and assessment of the defensive measures taken to avoid, 

eliminate or tolerate certain types of errors, failure modes or failure mechanisms 

(including common-cause failure) that could affect elements of the digital systems 

reliability models. 

4. Quantification of the rates of occurrence of the failure modes that could affect 

elements of the digital systems reliability models and have not been rendered 

negligible by the defensive measures. 

5. Use of the digital systems reliability models to compute the critical PSA 

parameters associated with the failure modes identified using the PSA. 

The method focusses effort on the most risk significant digital failure modes (as identified 

by the PSA), which minimises the effort involved. In addition, the proposed method is 

logical and relatively straightforward to understand and follow. However, the 

quantification is dependent, to some extent, on expert judgement and the availability of 

sufficient information to make a judgement. This may cause problems when being 

applied. 

EPRI 1025278 is an evolution of the method introduced in EPRI 1021077. It includes 

some further detailed guidance on the modelling of digital C&I compared to EPRI 

1021077, but the method itself is largely the same. 

2.3.2.2 General Issues 

The documents considered in the review identify some general issues for realistic 

modelling of software in PSA without resolving them yet: 
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• Failure mechanisms (and thus also failure modes) of software are not well 

defined, for example: 

o (Potential) new failure modes in digital C&I due to internal (and external) 

network communication, operation in discrete time steps (for example, the 

sampling rate can be too low for the application1), … 

• Consideration of life cycle aspects:  

o Software and hardware of digital C&I may be changed by updates and/or 

upgrades over its lifetime 

o Probable negative impacts of configuration management of the C&I 

(maintenance aspects)2 

o Interactions between aged hardware (bathtub curve, /WIK22/) and 

software  

• Software can introduce corrective actions or mitigate failed hardware through 

fault tolerance or fault recovery 

o But: Software may be able to mask intermittent failures in hardware by 

this, too 

• Digital C&I systems can trigger common cause failures due to the software, even 

in supposedly diverse systems (use of standardized components (and software, 

e.g., operating system) for building the systems) 

2.3.2.3 Methodology Requirements 

The following requirements for potential methodologies can be formulated (see 

especially NUREG-CR-6901): 

• The methodology should account for possible dynamic interactions between: 

o the digital system and controlled/supervised plant physical processes 

o the components of the digital system itself 

• The model must be able to predict future failures well and cannot be purely based 

on previous experience 

 
1  In contrast to purely analogue systems, in digital C&I systems all values (and for example also actuation 

signals derived from them) are calculated cyclically (e.g. calculation of the new state every 50 ms). Thus, 
a digital C&I system cannot react faster than the set cycle time. An unfavourably selected cycle time can 
thus lead to a reaction time that is too slow for the application. 

2  Digital systems are changed much more frequently through updates and upgrades. This configuration 
management can itself be the cause of problems or failures. 
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• The model must make valid and plausible assumptions and the consequences of 

violating these assumptions need to be identified 

• The data used in the quantification process must be credible to a significant 

portion of the technical community 

• The model must be able to differentiate between a state that fails one safety 

check and those that fail multiple ones 

• The model must be able to differentiate between faults that cause function 

failures and intermittent failures 

• The model must have the ability to provide uncertainties associated with the 

results 

No previously mentioned single methodology (see Section 2.3.2.1) has been identified 

that satisfies all the requirements. And even more important, none of the previous 

mentioned methodologies have been shown to satisfy the requirement that the data used 

in the quantification process must be credible to a significant portion of the technical 

community. 

2.3.2.4 Preliminary Conclusions – Nuclear Industries 

The reviewed documents related to the nuclear industry do not yet provide final answers 

on how to consider software in PSA. Even though the nuclear industry has been one of 

the few proponents of including software failure rates in deriving the overall reliability of 

the final design of digital C&I systems, there are still many open questions that could not 

yet be answered. 

2.4 Conclusions 

Overall, the industry review has not yet been able to provide any final answers. However, 

this was not the intention of this review. Rather, the industry review was intended to and 

could only provide inputs for the discussion at the first workshop (WS1) with the British 

nuclear industry and ONR. 



  

19 

3 Task 2: Industry Workshop (WS1) 

The first workshop (WS1) with experts from the British nuclear and non-nuclear industry 

on the topic of realistic modelling of software within PSA was the essential building block 

to determine desirable regulatory boundary conditions with regard to the consideration 

of software in PSA.  

As a basis for triggering the discussions necessary for this, the performance and 

presentation of the industry review (Task 1, see Chapter 2) was necessary. In addition, 

however, it was at least as important that the corresponding discussions with the British 

industry were also supported by the contributions of the participants (in the form of 

presentations). 

3.1 Questionnaire 

In preparation for the workshop, and in particular to provide presenters with a guide for 

preparing their presentations, a questionnaire was prepared and sent to potential 

participants with the invitation to the first workshop. The complete questionnaire is shown 

in Section 7.2.1 of the appendix. 

3.1.1 Methodology 

Like the industry review, the survey, in addition to serving as a guideline for presentation, 

was also intended to serve as a basis for discussion during the first workshop. 

Therefore, the results of the survey were prepared for the workshop in a presentation 

and presented during the workshop. The corresponding presentation can be found 

together with all presentations of the workshop in Section 7.2.4 of the appendix. 

3.1.2 Results 

The full results of the survey, as also presented at the first workshop, can be found both 

in the corresponding presentation (see Section 7.2.4 of the appendix) and again 

separately in Section 7.2.2 of the appendix. 



  

20 

In principle, the results also confirm the findings of the industry review, but also provide 

some deeper insights into the different current approaches in the nuclear and non-

nuclear industries. 

3.1.2.1 Summary of Non-nuclear Industry Approaches 

Feedback from practitioners in non-nuclear industries (mainly from two sectors: aviation 

and railways) was gathered both through the survey questionnaire and face-to-face 

interviews. 

Aviation Industry 

The feedback was in-line with the findings from the literature review. This can be 

summarised for the aviation industry as follows: 

• Systematic Errors are mitigated by implementation of a design assurance 

process (specifically RTCA DO-178C/EUROCAE ED-12C). DO-178C/ED-12C 

states that development of software to a software level does not imply the 

assignment of a failure rate for that software. 

• Many methods for predicting software reliability based on developmental metrics 

have been published, for example, software structure, defect detection rate, etc. 

This document [DO-178C/ED-12C] does not provide guidance for those types of 

methods, because at the time of writing, the available methods do not provide an 

adequate level of confidence. 

In practice, this means that software reliability is not included in quantitative risk 

assessments in the aviation industry for the purposes of generation of final risk results 

for comparison against numerical targets or goals.  However, a representation of 

software reliability (often using ‘decade’ numbers – 1E-02, 1E-03 etc) is often included 

in sensitivity studies and additional analyses that are performed in order to understand, 

amongst other things, software reliability requirements. 

In addition, the aviation practitioners spoken to also mentioned other points worthy of 

discussion:  

• The adoption of a software design assurance process (such as the adoption of 

DO-178C/ED-12C) remains the most credible means of achieving a high degree 
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of software integrity.  Since the publication of DO-178B/ED-12B in 1992, there 

has not been a single hull loss accident of a type-certified jet airplane in service 

that has been ascribed to the failure of software to comply with its requirements.  

There have been a number of accidents where the software complied with its 

requirements, but those requirements specified unsafe behaviour in some 

circumstance (e.g., the Boeing 737 Max accidents).  It therefore follows that we 

need to focus on getting the requirements right if we are to improve safety. 

• In relation to estimating software reliability based on statistical testing, ‘software 

reliability models that assume that software execution is a Bernoulli process are 

flawed, leading to an exaggerated confidence in probabilistic testing.’ 

• The use of dissimilar software has been proposed as a means of preventing 

common cause failure. The feedback considered this approach unsuitable for 

software based failures. 

• One of the correspondents has written a technical paper on this subject /DAN22/. 

Space Industry 

Much more comparable approaches to the nuclear industry can be found for the space 

industry (mainly NASA): 

NASA has a PRA Procedure Guidance Document (Reference /NAS11/). This refers to 

the use of the Context-based Software Risk Model (CSRM) (Reference /NAS13/) for 

dealing with software failures in a typical PSA model and provides a high level 

explanation. CSRM is a five-step process: 

1. Identify the mission-critical software functions. 

2. Map the critical software functions to corresponding PRA model events. 

3. Develop a set of associated logic models. 

4. Identify, from the above models, the software-related cut sets for system and 

mission failure events. 

5. Estimate the probability contribution from the software-related cut-sets to the 

system and mission failure events of interest. [This may include, at the top-level, 

the contribution to key risk metrics such as Loss of Mission (LOM) or Loss of 

Crew (LOC).] 

Step 3 of the CSRM involves the development of a set of associated logic models, which 

means development of dynamic fault trees (Figure 3-1). 
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Figure 3-1 Example of an associated logic model, from /NAS11/. 

Step 5 involves the estimation of failure probabilities for the critical software failures. This 

is described as being based on using previous OpEx for similar software combined with 

specific test data. A Bayesian process is used to combine the two. 

Following a high level review during this project, the methods outlined in /NAS11/ and 

/NAS13/ appear to be complex and are likely to be time consuming.  They are also very 

specific to the application and function of software in the space industry.  Whilst further 

review may be of benefit, it is considered that the methods outlined in these references 

may not be particularly accessible or applicable for use in the nuclear industry. 

Railways 

Rail standards covering software reliability are derivatives of international functional 

safety standards (IEC 61508). Software reliability is therefore quantified in-line with this 

standard. This means that one of three approaches can be taken: 

• High confidence limiting values based on qualitative assessments 

• Historical data - this will need to include an argument why the historical data is 

applicable to the current application 
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• Test data – this will need to include arguments based on the number of tests and 

its coverage, to confirm it is applicable to the current application 

Preliminary Conclusions – Non-nuclear Industry approaches 

• The gathered feedback supports the conclusions of the literature review – no 

advanced methods for estimating software reliability were identified in use in 

industries other than space. 

• NASA has detailed guidance which could possibly be useful to the nuclear 

industry but is complex and requires further review. 

• The aerospace industry purposefully treats software failures very differently to 

hardware failures. 

• No attempts are made to estimate software failure rates in the aviation industry, 

therefore software failures cannot be included as part of any quantitative risk 

assessment for the purposes of generation of final risk results for comparison 

against numerical targets or goals. 

3.2 Workshop 1 

The first workshop (WS1) was held May 4-5, 2022 at  

 In this hybrid event (personal participation on site or 

connection via videoconference), representatives of the industry were able to exchange 

ideas on the issues of this project. The composition of the participants as well as the 

agenda of the event can be seen in the appendix, section 7.2.3. 

3.2.1 Contributions – Summary 

The following summarize some of the key findings of the workshop in bullet form. All 

presentations can also be found in full in the annex (section 7.2.4). 

3.2.1.1 Current Reactors – EDF Energy 

• Focus on COTS / smart components 
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• Not currently quantifying reliability but EDF Energy are occasionally using higher 

reliability figures than those which components are assessed to by using 

additional justification 

• Some inconsistent approaches in modelling of software in PSA models for each 

station 

• Some other useful points for further consideration (for details see appendix 7.2.4) 

3.2.1.2 Planned Reactors – Hinkley Point C Project 

• Focus on reactor safety systems 

• Modelled in PSA at a fairly detailed level using EDF France ‘compact model’ 

(sensors, actuators, processors, systems, technology etc) 

• Inconsistent approaches to PSA data between technology due to data availability 

  

 

 

   

 

 

  

 

 

3.2.1.3 Non-nuclear Approaches – Ebeni 

• Useful overview of approaches in other industries, particularly Aerospace 

• Decision to not try and analyse software reliability and include in risk models quite 

deliberate 

• Focus on use of risk models to understand reliability requirements and inform 

qualitative substantiation 

3.2.1.4 Overview of WGRISK “DIGMAP” project – GRS 

• Interesting international benchmarking project with focus on modelling of C&I in 

PSA as opposed to software reliability directly 
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• Useful insights drawn particularly for those about to embark upon the 

development of new PSA models (level of detail, important areas, reliability ‘cliff 

edges’, etc.) 

3.2.1.5 Related Activities 

EDF Generation 

• Brief overview of the CINIF Prior use Data project 

• Smart Devices Simplicity Project (EDF and Adelard) 

• Projects focusing on supporting /justifying the reduction of high confidence 

reliability values  

University of Bristol 

• Statistical testing and its role in software reliability estimation 

• Provided some interesting points of reliability and software in PSA – some 

overlap with licensee discussions 

• Likely significant future challenges the way reactor technology is heading – use 

of digital twin environment for testing 

3.2.1.6 Approach to Specification of Safety Measures (Target Setting) Design 
Realisation and ALARP Justification –Sellafield Safety Case 

The focus is now on decommissioning, this means the following: 

• Fault sequences are modelled, but there is not an overall PSA 

• There is less rigour than in a reactor PSA 

• The tool is focussed on demonstrating that the risk is ALARP 

• There has been a general move towards high-level deterministic risk arguments 

in their safety cases 

• The RGP for reactor PSA is not considered to be the same as it is for facility PSA. 

The process is as follows: 

• The safety case team defines risk targets 

• The design team designs to these targets and has to show they have been met 

(substantiation against the risk targets) 
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• Older safety cases used to rely on fault trees to show the risk target had been 

met (developed by the safety case team). This is now done by hand calcs by the 

design team. 

• SL Tech Guide E2.10 presents guidance for safety measures 

3.2.1.7 AWE Approach – AWE – C&I Compliance 

• QRA is carried out by safety specialists, software failure is generally not included 

• QRA is used to produce Safety Functional Requirements (SFRs) for engineers in 

the design teams 

o AWE Design Authority (DA) helps the design teams to 

interpret/understand the SFRs 

• Other stakeholders: 

o C&I Tech Authority 

o ARM Tech Authority 

o Maintenance Tech Authority 

• Unsubstantiated software is limited to 0.3 per year (as per TAG-46). 

• Smart components are qualified using Emphasis with some exceptions – legacy 

systems have used proven-in-use, coupled with 61508 compliance and 

exhaustive ALARP arguments. 

3.2.1.8 DRDL Approach – Babcock Safety Case – PSA 

• PSA considers high-consequence risks only 

• Deterministic Safety Analysis is the primary tool for setting reliability targets 

o PSA reflects the substantiation against these targets carried out by the 

design team 

o PSA then provides risk reduction analysis. 

• PSA includes Class 1 and Class 2 safety measures 

o PSA can also include Class 3 measures, but there aren’t many of these 

• Historically, software-based equipment has been avoided 

o Therefore, there is very little software in the PSA, and it doesn’t currently 

have a large impact on risk 
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• The modelling of systems is quite high-level with systems represented as 

supercomponents (using the outputs of separate reliability assessments). 

Dependencies are added where necessary. 

• The site is starting to use smart devices and following TAG-46 for their 

qualification. It is difficult to get manufacturer’s data on these devices due to the 

small numbers being purchased. 

3.2.1.9 ONR Guidance on Best Estimate Software Assessment – ONR 

• The TAGs don’t include any mention of mean values 

o Gives the analyst the choice of what to use 

o Allows conservatisms where there is uncertainty 

• The TAG states that diagnostics should be taken into account. 

o This is done in the HPC model (as an example) using 

detected/undetected branches 

• The use of 95-99% confidence level intervals was discussed 

o Should best estimate values be used when substantiating reliability 

targets? 

o 95-99% has to be used for deterministic analysis 

o Lower confidence intervals can be used for PSA, as per para 5.13 of TAG-

46. 

• TAG-46 also states that statistical testing can be used to derive reliability 

estimates for PSA models (noting the limitations on where statistical testing can 

be used, as per the presentation  on the previous day) 

ONR Guidance on Best Estimate Software Assessment – group discussion: 

• The options for change available were summarised as follows: 

o Exclude software reliability completely (as per the aerospace industry) 

o Include as part of an initial sensitivity study then remove as part of the 

final calculation. 

o Include software dependencies only (based on a simple justification 

similar to the UPM beta factor method). 

o Think about an innovative approach, e.g., BBNs. 

• Examples would be useful as an output of this project (in addition to the existing 

TAGs). This might be included as part of a practice guide 
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• Consider guidance on CCF factors for software based equipment based on 

software assurance levels. 

• CINIF might be a better route for producing practice guides (outside the scope of 

this project). 

3.3 Summary and (Preliminary) Conclusions 

• So far, the following steps have been performed: 

o Cross industry relevant good practice review (of available documents) 

o Cross industry practice survey and obtaining further feedback from non-

nuclear industries 

o Cross industry practice workshop (with nuclear and non-nuclear industry 

attendees) 

• Preliminary conclusions: 

o One of the highest level of software evaluation is achieved by the nuclear 

industry 

 But: Here, too, there is still a need for development (especially with 

regard to guidance and regulations) 

 A level comparable to that in the nuclear industry is almost 

achieved exclusively in the space industry (mainly NASA) 

• A single methodology might not satisfy all the requirements 

• Reliability data (for software) is an important issue 

• All nuclear licensees and RPs feel additional guidance would be of benefit to all. 
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4 Task 3: ONR Workshop (WS2) 

The second workshop (WS2) was held September 6, 2022, at The ONR Offices in 

Windsor House, London. The composition of the participants as well as the agenda of 

the event can be seen in 7.3.1 respectively. 

4.1 Contributions – Summary 

Sessions 1-3 of WS2 summarised material that is already presented in earlier sections 

of this report to new stakeholders (particularly ONR C&I inspectors) who had not been 

involved to date.  As such this content is not discussed further in this section. Session 5 

provided an opportunity for C&I inspectors to provide their views, as well as provide some 

examples from C&I of assessments they’ve produced related to software reliability.  

Session 7 provided an opportunity for PSA inspectors to provide their views, as well as 

provide some examples from PSA assessments they’ve produced related to software.  

In Session 8, Atlas presented a number of initial recommendations for improvements to 

ONR documentation (particularly TAG-030) which were then discussed as a group. 

It was clear from the valuable workshop that greater interaction between PSA and C&I 

disciplines would be of mutual benefit, both within the ONR and in wider industry. 

The following sections provide a high level summary of some of discussions and key 

findings of the workshop in bullet form. Presentations for Sessions 5, 7 and 8 can also 

be found in full in the annex. 

4.1.1 Examples from C&I of assessments ONR have produced related to 
software reliability  

For Session 5, presentations were provided by ONR C&I Inspectors  

 The high level presentations covered a variety of topics including the 

following points of note: 

• The high levels of uncertainty in software reliability such that anything more 

precise than decade values (1E-02/1E-03 etc.) are likely to receive scrutiny as 

there is currently no agreed way to accurately assess the reliability. The 

uncertainty is also such that if hardware has a reliability of 1E-03 and the software 
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has a reliability claim of 1E-03, the overall result is still 1E-03 from a C&I 

perspective.  

• It was agreed that there is general consensus that software failures should be 

included in the PSA but ideally with more best-estimate reliabilities.  

• The idea of using similar software in similar applications was discussed. C&I 

explained that even in similar circumstances there can be non-continuous 

behaviour where software will fail upon receiving a certain set of inputs. This 

makes it difficult to take high confidence from use of similar software in similar 

(but not exactly equivalent) circumstances. To understand the effects of different 

inputs on the software you need to really understand what is happening inside 

the software, and this information often isn’t available. 

• There was agreement with the PSA area’s goal to have better estimate 

reliabilities, but C&I inspectors expressed concern that this could become a back 

door to allowing lower integrity claims into the deterministic case.  

• C&I inspectors explained that duty holders will often use the PSA model to set 

requirements on the reliability of a system, e.g. ‘this line of protection needs to 

achieve a 1E-03 reliability to meet the claim’. It was explained that this would 

most likely be based on a best-estimate PSA model and that the changes being 

proposed to reduce the conservative values assigned to software would not 

prevent the PSA models from being used in this way.  

• A C&I inspector stated that from long term and broad experience they believe 

that reliability claims derived from SIL values are typically achieved by systems 

designed to meet those targets because of the development rigour and 

techniques applied, but for any given system the actual reliability cannot be 

known until it is operating.  

• C&I provided some examples of where they’ve accepted proven in use 

arguments following years of OpEx on the actual plant by the system in question. 

This is more common at older facilities such as the AGRs/Sellafield where 

balance of risk and ALARP arguments support outcomes not meeting modern 

RGP.  

• There was a consensus that use of both best estimate and high confidence 

reliability values in the PSA would be beneficial. The typical approach at the 

moment is for duty holders to use high confidence, conservative values in their 

models and then reduce them by exception where they are causing problems. It 

may be preferable to encourage industry to use 50% values as the default ‘base 

case’ and run the 95% reliabilities as sensitivity studies to see what the risk would 
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be if the software was only as reliable as the lower (poorer) end of its SIL reliability 

bracket. However the framework for deriving 50% confidence values does not 

currently exist.  

• C&I inspectors suggested that duty holders should consider switching off 

software failures in their PSA models as a sensitivity so that an assessment of 

the hardware architecture is easier to carry out.   

4.1.2 Examples from PSA of assessments they’ve produced related to 
software reliability 

For session 7, a presentation was provided by ONR. The presentation focussed on the 

modelling approaches to digital C&I in the Hinkley Point C (HPC) and HPR1000 PSA 

models.  The approaches used in these PSA models represent some of the most 

advanced approaches used currently in the UK Nuclear industry.  Some further details 

are provided in the presentation slides  

in appendix Section 7.3.2.   

The approach used in the Hinkley Point C PSA provides perhaps the most advanced 

method in terms of breaking digital C&I systems down into their respective components 

and assigning data from a variety of different sources to each component. The 

presentation outlined current approaches and their benefits in terms of better 

representing reality regarding dependent failures. 

There was a discussion in the earlier meeting session (5 – Section 4.3.1 above) 

regarding uncertainly and the fact that if C&I hardware has a reliability of 1E-03 and the 

software has a reliability claim of 1E-03, the overall result is still 1E-03 from a C&I 

perspective.  This is obviously in contrast to the outcome if reliability values are included 

in a PSA model under Boolean logic gates in a fault tree.  Due to the way PSA software 

works, reliability values need to be sub-divided amongst different aspects of the C&I 

systems, otherwise the PSA model will sum the different failure modes to a worse 

reliability than the (often high confidence) reliability value assigned to each aspect. This 

is an area that would also benefit from additional guidance supported by an example. 
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4.1.3 Suggestions from Atlas for improvements to ONR Documents 

For Session 8, a presentation was provided by ATLAS Alliance outlining some proposed 

updates to current guidance for discussion. These included: 

• Replication and updates of key advice from TAG-046 to improve guidance on use 

of best estimate reliability values 

o Guidance on numerical and functional breakdown of C&I systems in PSA 

models 

o Guidance on systematic software failure 

o Use of sensitivity studies in PSA for software reliability 

o Discussion of statistical testing to achieve 50% confidence 

• Overview of ICBMs and how they can support arguments around software 

reliability 

Following the presentation there were discussions surrounding the suggested updates.  

The outcome of discussions fed into the set of recommended updates to TAG-030 

presented in Section 5 of this report. 
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5 Task 4: Suggestions for Updates to Existing Guidance 

The purpose of this report section is to provide recommendations for modifications and 

additions to current regulatory guidance documents to improve clarity, consistency and 

alignment with relevant good practice identified during the industry review (Task 1) and 

workshops (Tasks 2 and 3). 

From work performed throughout this project it is clear that there are two main issues 

that lead to inconsistency and confusion in the PSA community regarding the inclusion 

of software in models: 

1) A lack of guidance on how to generate best estimate software reliability data for 

use in PSA models so that the software failure events do not artificially dominate 

results (noting that the majority of other data in the PSA is best estimate). 

2) A lack of guidance on how systematic software failures should be considered in 

PSA models to improve where possible on the conservative assumption that all 

software failures are systematic failures that would simultaneously fail all 

redundant components / trains using that software. 

The issues are relevant in all areas where software is represented in PSA, from large 

and complex digital C&I systems supporting reactor protection/safety functions to smaller 

and simpler smart components with embedded software (firmware) used in safety related 

systems.   

The subsections below cover the items above plus a number of areas that were 

discussed at Workshop 2 and provide high level suggestions on potential updates to 

current guidance. 

5.1 Relevant Good Practice Identified During the Task 1 – Literature Review 

From the cross industry literature review summarised in Section 2 and Table 7-2 in 

Section 7.1.2, there are a number of key references where guidance is provided that may 

be useful to inspectors for comparison when assessing methods that duty holders may 

have adopted. 
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• EPRI have published an important approach to estimating the reliability of DCI 

systems in PSA models in two documents (EPRI 1021077, EPRI 1025278).  

Further details are provided in Section 2.3.2.1. 

• The US NRC have performed a large number of studies investigating different 

quantitative software reliability methods (QSRMs).  NUREG/CR-7044 

investigates various QSRMs and whilst no single QRSM meets the complete set 

of desirable characteristics for software reliability estimation, candidates for 

further consideration are identified (Software Reliability Growth Methods,  

Bayesian Belief Network (BBN} Methods and Statistical testing methods).  

Further details are available in Section 7.1.2 

• NASA has a PRA Procedure Guidance Document (Reference /NAS11/). This 

refers to the use of the Context-based Software Risk Model (CSRM) (Reference 

/NAS13/) for dealing with software failures in a typical PSA model.  Further details 

are provided in Section 3.1.2.1 

Consideration could be given to inclusion of a table of references to relevant documents 

that are considered RGP in an update to TAG-30. 

5.2 Relevant Good Practice (RGP) identified during Tasks 2 and 3 – 
Workshops with Industry and the ONR 

From the workshops with industry experts and ONR, several areas that can be 

considered RGP were identified. 

• EDF Technical Client Organisation presented the ‘compact model’ developed 

originally by EDF in France and now applied extensively in the Hinkley Point C 

PSA.  This is currently the most advanced representation of C&I in PSA in the 

UK.  Further discussion is provided in Section 5.3 below. 

• ONR presented some more recent developments of how evolution of the compact 

model has further reduced conservatism in the HPC PSA, as well as the 

approach adopted in the HPR1000 GDA PSA and how this facilitated sensitivity 

analysis.  The latter is discussed in Section 5.6 below. 

• EDF Energy Generation outlined numerous examples where proven in use or 

other arguments following years of collected OpEx have been used to support a 

reduction in high confidence reliability values, leading to adoption of reliability 

values in PSA that are more ‘best estimate’.  Whilst these are judgement based 
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reductions of decade numbers assigned to ‘supercomponents’ they do help to 

reduce conservatism in models and prevent skew of results and insights.  Further 

discussion is provided in Sections 5.4 and 5.8 below. 

Consideration could be given to inclusion of details of this RGP identified by current duty 

holders as well as ONR themselves, as suggested in sections referenced above.  

5.3 Guidance on the Breakdown of C&I Systems in PSA Models 

During the course of the project a wide range of examples have been observed regarding 

how C&I systems are modelled in PSA. These range from simple ‘supercomponent’ 

basic events representing entire functions to more developed detailed fault tree models 

that separate the various aspects of the system (sensors, processing equipment, C&I 

platforms and actuators).  Examples of the latter have clearly shown benefits in terms of 

the PSA model more closely reflecting reality, removing conservatisms and allowing the 

model to be better used to obtain risk insights and risk inform the design. It would 

therefore seem appropriate to update TAG-030 to include some limited and non-

prescriptive guidance to ONR inspectors on suitable modelling approaches, highlighting 

the benefits of developing more detailed FT models for C&I functions where it is practical 

to do so, in place of the widespread ‘supercomponent’ approach.   

The more detailed FT approach often also allows the hardware and software aspects to 

be represented separately and explicitly. As there are well understood techniques for 

estimating best estimate C&I hardware reliability values for both independent failure and 

CCF this can be useful for reducing conservatisms when compared to a supercomponent 

approach. The ‘compact model’ developed originally by EDF in France and now applied 

extensively in the Hinkley Point C PSA is currently the most advanced representation of 

C&I in PSA in the UK.  This is explained in more detail in the EDF Technical Client 

Organisation presentation entitled  in 

appendix Section 7.2.4 and the ONR presentation slides titled  

 in appendix Section 7.3.2. 

Some of the key principles of the ‘compact model’ could be distilled, summarised and 

included in the TAG as an example of RGP. 



  

36 

5.4 Guidance on Best Estimate Reliability Data to be Assigned to Software 
Failure Events 

Whilst the project has confirmed that there are currently no accepted methods for 

deriving best estimate software reliability values, organisations both within and outside 

of the nuclear industry are developing and applying methods and techniques to work 

around this issue and reduce conservatisms, and this is to be encouraged.  Examples of 

these are presented in Sections 5.1 and 5.2 above.  However, there are also likely to be 

occasions where it may still be necessary for duty holders to use best estimate values in 

PSA models that are derived based on judgement. 

Where possible, the PSA makes best use of operational experience (OpEx) to support 

reliability data estimation for the majority of modelled structures, systems and 

components (SSC). During the course of this project there have been numerous 

examples where proven in use or other arguments following years of collected OpEx 

have been used to support a reduction in high confidence reliability values.  However, 

this is more common at older facilities where balance of risk and ALARP arguments 

support outcomes not meeting modern RGP in the area of qualitative reliability 

substantiation.  Examples include a range of assessments performed by EDF Energy 

Generation such as those presented in the table below: 
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Additional examples may be found in the EDF Generation presentation entitled  

 in appendix Section 7.2.4. 

In addition, the reliability data assigned to the Class 2 Safety Automation System (SAS) 

in the HPC PSA model is broken down via the compact model with individual failure 

events (for specific logic, signal and platform failures) that are assigned reliability values 

that are lower than the overall safety integrity level value typically associated with a 

Class 2 I&C system.  This is explained further in the EDF Technical Client Organisation 

presentation entitled  in appendix 

Section 7.2.4. 

At Workshop 1 there was a discussion concluding that it may be possible to develop a 

framework to attempt to translate high confidence values to best estimate ones using 

statistical distributions, noting that the width of the distribution would need to be 

estimated by use of OpEx or other available inputs to aid judgement. However this 

activity and any associated guidance would likely sit outside of any update to the TAG, 

perhaps in a separate working group.   

5.5 Guidance on Systematic Software Failure 

The inclusion of dependent failures (EC&I, operator actions, other dependencies) in the 

PSA that have the potential to affect multiple otherwise diverse and redundant safety 

functions make PSA such a powerful tool for risk informed decision making. 
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TAG-046 Paragraph 10.19 currently states the following: 

A normal duty function continuous mode (i.e. with a failure frequency defined per year 

rather than per demand) control system may provide a safety function for a number of 

fault sequences (as is the case for a data processing and control system, for example). 

If so, the duty-holder should justify its PSA approach and demonstrate how the analysis 

is used to inform the CBSIS deterministic requirements. For example, a duty-holder 

should separately model the probability of each function being delivered only if it is 

reasonable to claim that the system delivering each function is independent. If, however, 
a common cause (i.e. systematic) failure of the control system impacts on the 
delivery of a number of functions, as is likely if they are implemented in the same 
control system, then the licensee should model the loss of all control functions as 
a credible simultaneous event within the PSA. 

TAG-046 Paragraphs 10.31 to 10.33 go on to state that: 

When assessing the reliability of a CBSIS, it is appropriate to consider the hardware 

and software aspects separately since their failure behaviour can be quite different.  

Simple hardware failures are considered to be predominantly random; hence coincident 

failures have a low probability of occurrence unless occasioned by a common cause. 

Hardware reliability can, therefore, be improved by the use of simple redundancy, 

although a limitation is imposed due to the incidence of common cause failures.  

In contrast, software failures are due to systematic faults; their occurrence 
depends upon the values of input and stored parameters causing paths containing 
faults to be executed. Here simple redundancy gives a limited reliability 
improvement that is challenging to prove since each program may see the same 
input values. The software equivalent of hardware redundancy is achieved by software 

diversity, since only by such means can coincident failures be rendered less likely. 

Where a claim is made that very high reliability has been achieved through software 

diversity then the assessor should consider the guidance provided in appendix 5 and 

Ref. 2. 

It is suggested that text is included in TAG-030 recognising the requirement to treat 

software failures in the PSA as systematic events where it is necessary to do so. There 

was much discussion throughout the course of the project at both workshops as to 
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whether a factor of 1 should be assumed in cases of highly redundant software based 

components or systems.  I.e. is the assumption that all software failures are systematic 

and would fail all identical redundant components/trains in itself a ‘best estimate‘ 

assumption?  There are numerous real world examples where this is not the case and 

there are independent failures of single software based channels/components in 

redundant systems.   

It was suggested that for PSA in some cases it may be appropriate to further reduce the 

best estimate failure probability of a single simple software based smart component 

when modelling failure of all redundant components due to a systematic failure. 

However, in most cases the most straightforward approach is to assume that the 

software failure events will be systematic in nature. As long as these events are modelled 

appropriately (see Section 5.3) and assigned best estimate (as opposed to high 

confidence) data (see Section 5.4) then distortion of results and risk insights should be 

minimised.   

5.6 Use of PSA to Perform Sensitivity Studies related to Software Reliability 
Requirements 

The use of the PSA to perform sensitivity studies and understand how sensitive the 

overall risk picture is to changes in software reliability values is extremely powerful and 

was discussed throughout the project. 

The adoption of a C&I fault tree model where hardware and software failure events are 

broken down as far as practical (such as the ‘compact model’ – see Section 5.3) 

facilitates a greater range of useful sensitivity studies than a model where a C&I system 

or function is represented by a single supercomponent or a small number of failure 

events.  Updates to guidance should make this point clear.  The presentation  

 in appendix Section 7.3.2 outlined how breaking software 

failures down to a finer level of detail facilitates a wider range of sensitivity analysis. 

TAG-046 Paragraph 10.18 currently states:  

CBSIS reliability claims can also be used for the purposes of PSA. Evaluation of systems 

important to safety for PSA purposes is usually undertaken on a best estimate (50% 

statistical confidence level) basis. In addition, PSA can be used to inform the design 
process, support the process of safety function categorisation and system 
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classification, and assist in the specification of reliability targets for safety 
systems and safety related systems. The substantiation of computer based systems 

important to safety should be on a conservative, high statistical confidence, basis (i.e. 

95-99%). Paragraph 10.28 provides more information.  

There would be benefit in inclusion of this paragraph in TAG30.  The wording could be 

updated to reflect that this is, in fact, an expectation (aligned with FA.14 in the SAPs).  It 

should be noted that the adoption of ‘best estimate’ data for software failure in the PSA 

does not make the PSA any less suitable to perform sensitivity studies or inform the 

appropriate level of reliability or classification required in the wider deterministic case.  

I.e. whether a SIL 2 software failure event is included in the PSA with a failure probability 

of 1E-02 or 1E-03 per demand does not affect the ability to understand what impact using 

a range of values, including these and others, has on overall consequence frequency 

predictions (core damage, large release etc).  In addition, sensitivity studies can be 

performed switching the software failure events off (i.e. a failure probability of 0) in order 

to obtain useful additional insights such as hardware or other failures that may have 

otherwise been masked by the software failures. 

It would also be helpful to include high level guidance on the expectations and 

approaches used for feeding of such information back into the design/modification 

process.  I.e. in cases where the PSA demonstrates that station risk is insensitive to the 

reliability of classified CBSIS and risk remains As Low as Reasonably Practicable 

(ALARP) with much lower (worse) reliability values, the deterministic requirements may 

be relaxed and the CBSIS reclassified as appropriate.  This is particularly significant for 

smart components. 

5.7 Discussion of Statistical Testing to Achieve 50% Confidence 

The current wording in TAG-046 recognises that duty-holder’s claims may be supported 

by probabilistic numerical claims and that these numerical claims are strengthened by 

the application of techniques such as statistical testing. 

TAG-46 Paragraph 10.28 goes on to state that: 

Where statistical testing is required as part of the equipment substantiation, this should 

be to a high statistical confidence level (e.g., 99%). This requires, for example, of the 

order of 46,000 tests with no failure for a 1E-4 pfd [Ref. 12]. Where statistical testing is 
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being used to determine a reliability estimate for modelling purposes (e.g., PSA), best 

estimate confidence may be appropriate (e.g., 50%). This requires, for example, of the 

order of 7,000 tests with no failure for the same pfd of 1E-4. 

It will often be the case that statistical testing has been performed to support the high 

confidence reliability requirements of the deterministic safety case.  E.g. the deterministic 

case requires a claim of 1E-04/demand at a high confidence, so of the order of 46,000 

tests may have been performed.  For the purposes of the PSA and best estimate data if 

the large number of tests have already been performed to support the deterministic case, 

more useful guidance would be by how much can the reliability be improved on a best 

estimate (50% confidence) basis?  I.e. 

 N = -ln(0.01)/1E-04 = 46,052 tests (1E-04/dem @ 99% - high confidence) 

  N = -ln(0.5)/1E-04 = 6,931 tests (1E-04/dem @ 50% confidence - “best estimate”) 

 -ln(0.5)/46,052 = 1.5E-05/dem @ 50% confidence - “best estimate” 

However, it is recognised that statistical testing is just one type of independent 

confidence building measures (ICBM) that can provide evidence on top of production 

excellence assessment to support a reliability claim.  The use of such ICBMs is discussed 

in the section below. 

5.8 ICBMs and How they can Support Arguments around Software 
Reliability 

The ONR SAPs outline, under ESS. 27, the expectation of a two-legged approach to 

substantiate CBSIS, i.e., production excellence (PE) assessment supported by 

independent confidence building measures (ICBM).  The philosophy of this multi-legged 

approach is that substantiation of the system centres on both a demonstration of high 

quality production and an independent searching examination of the system’s fitness for 

purpose that reveals no significant faults or errors that compromise the system’s required 

safety performance. 

A wide range of ICBM activity is often completed and recorded to complement the 

production excellence assessment and overall qualitative substantiation of CBSIS.  

These activities include but are not limited to: 
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• Device type tests 

• Commissioning tests 

• Examination, inspection, maintenance and testing (EIMT) records 

• Data on prior use from reputable sources 

• Evidence of manufacturer pedigree 

• Device hardware failure modes and effects analysis 

• Dynamic analysis of source code 

• Static analysis of source code 

• Independent desk top review of source code 

• Statistical testing 

• Certification by an independent body (supported by evidence) 

• Independent Functional Safety Assessment (FSA) 

• Independent tool review 

Discussions with C&I Inspectors during the course of the project have confirmed that 

some ICBMs provide a more significant contribution than others in helping to build 

confidence in a particular reliability value being achieved, although in general a 

demonstration will always require ICBMs in combination. The PSA community does not 

generally have a feel for the relative weight each ICBM my provide to best estimate 

reliability estimation.  Further information on this would be beneficial to aid understanding 

in the PSA community and to potentially include in a future update to TAG-030. 

5.9 Review and Replication of Key Guidance from TAG-046 to Improve 
Guidance on use of Best Estimate Reliability Values 

During the review of the ONR Technical Assessment Guide (TAG) for PSA (TAG-030) it 

was identified that TAG-030 contains very little guidance related to the keyword 

“software”. There are 19 instances but only one group of instances really relate to the 

context of software reliability data. TAG-030 is one of the key documents inspectors - 

and by extension PSA engineers in duty holder organisations - turn to for understanding 

of regulatory expectations and is currently very light on guidance on the topic of software 

reliability.    

The totality of the current guidance on the topic of software reliability in TAG-030 is 

reproduced below: 
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iv. Any methodologies used by licensees to estimate computer or software-based system 

reliability for use in PSA are expected to use best-estimate methods and to consider 

uncertainty and sensitivity. These methodologies should meet industry accepted 
practices and consider the contributions of both hardware and software failures. 

Estimation of software reliability should take into account influencing factors (primarily 

systematic) that affect the quality of the software and are informed by the specification 

and design of the system  (e.g. considering the reliability targets for system design based 

on safety integrity levels in IEC 61508 or equivalent). Any dependencies introduced by 

the systematic nature of software failure(s) should be accounted for accordingly in the 

PSA. If software elements of a computer based system (e.g. operating systems, 

application software supporting different functions) have been individually modelled in 

the PSA, the dependencies between the various parts should be addressed explicitly. 

Any self-checking or diagnostic functions built in the computer based system should be 

taken into account in an adequate manner (e.g. considering the dependencies between 

these functions and the primary safety functions delivered by the system). The 

dependencies between two (or more) computer based systems should be dealt with 

explicitly. NSTAST-GD-046 (Ref 7.8) and IAEA report NP-T-3.27 (Ref 8.4) provide 

additional guidance on the assessment of reliability for a computer based system.  

While there are well established industry accepted practices for C&I hardware reliability 

assessment (and these are often employed in NPP PSA), the work performed during this 

project has not found equivalent practices for determining best estimate reliability data 

for software failures. This makes interpretation of this current guidance difficult. 

IEC 61508 provides a recognised method of deriving a high confidence upper limit 

estimate of software reliability, based on meeting a number of qualitative requirements, 

that can be successfully justified in a safety case. However, this existing IEC 61508 

safety integrity level framework does not intend to provide a more precise software 

reliability best estimate. 

TAG-030 refers the reader out to TAG-046 (Computer Based Safety Systems) for further 

information in a number of places. TAG-046 contains a surprising amount of guidance 

related to the keyword “PSA” considering its target audience of C&I (as opposed to PSA) 

inspectors. It is recommended that some of the PSA related content in TAG-046 is 

duplicated in TAG-30, in particular to recognise/re-enforce that: 
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• For the PSA it is appropriate to use ‘best estimate’ data as opposed to 95-99% 

‘high confidence’ data for events representing software failure (TAG-046 

Paragraph 5.13); 

• That the above use of ‘best estimate’ data also includes that assigned to 

Postulated Initiating Events (PIEs) related to spurious failures of computer based 

systems important to safety (CBSIS) (TAG-046 Paragraph 10.20); 

• In particular circumstances, it may be acceptable for duty-holders to claim a best 

estimate reliability of lower than 1E-4/demand for the purposes of a probabilistic 

safety analysis only (TAG-046 Paragraph 10.6); 

• That PSA can be used to inform the design process, support the process of safety 

function categorisation and system classification, and assist in the specification 

of reliability targets for safety systems and safety related systems (TAG-046 

Paragraph 10.18); 

• That a duty-holder should separately model the probability of each function being 

delivered only if it is reasonable to claim that the system delivering each function 

is independent.  If, however, a common cause (i.e. systematic) failure of the 

control system impacts on the delivery of a number of functions, as is likely if they 

are implemented in the same control system, then the duty holder should model 

the loss of all control functions as a credible simultaneous event within the PSA 

(TAG-046 Paragraph 10.19); 

• That the number of statistical tests required to support  a best estimate reliability 

value varies from the number required to meet a high confidence one  (TAG-046 

Paragraph 10.28).  

During review of TAG-046 it was also noted that Paragraphs 10.14 to 10.19 appear under 

the heading “NUMERICAL CLAIMS (PROBABILISTIC ANALYSIS)“. It is not the intention 

of this PSA project to suggest updates to TAG-046. However, these paragraphs largely 

relate to guidance when high confidence numerical claims are made on CBSIS in the 

deterministic safety case. It is therefore recommended that consideration could be given 

to clarifying this and removing reference to the phrase “(PROBABILISTIC ANALYSIS)” 

to avoid any potential confusion to readers in a future update to TAG-046. 
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7 Annex 

7.1 Annex Task 1: Review of Documents
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7.2 Annex Task 2: Industry Workshop (WS1) 

7.2.1 Questionnaire 
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7.2.2 Results of Survey – Redacted  
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